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Background: heart disease is one of the leading causes of death worldwide, claiming 17.9 

million lives. They are a major public health problem that affects people regardless of age 

or gender. 

Objective: This work aims to classify and predict heart disease using Machine Learning 

(ML) models such as Random Forest (RF), K-Nearest Neighbors (KNN), Support Vector 

Machine (SVM), Naive Bayes (NB), Decision Tree (DT) and Logistic Regression (LR). 

Methods: We worked with the Cleveland dataset from Kaggle, consisting of 303 patient 

records and 14 attributes. This research was conducted in different stages, including model 

understanding, dataset analysis and cleaning, ML model training, and model performance 

evaluation. 

Results: The results showed that the RF and KNN models achieved the highest levels of 

performance and accuracy with 88.52%, surpassing the other models such as SVM, NB, and 

LR which obtained 86.89% accuracy, and DT with 78.69%. 

Conclusions: In conclusion, the RF and KNN models stand out over the other models for 

this type of prediction task. 

1 Introduction 

One of the leading causes of death worldwide is heart disease [1]. The World Health Organization 

(WHO) reports that approximately 17.9 million people die each year from heart disease [2], and 

surprisingly, heart disease claims more lives each year than any other factor [3]. The most common heart 

disease, which affects around 41 million individuals, has experienced a significant increase in different 

countries [4], and the growing incidence of heart disease in the population is alarming [5]. Heart disease 

continues to represent a public health challenge on a global scale [6], with 428.7 deaths per 100,000 

inhabitants in Haiti, followed by Guyana with 427.7, Suriname with 290, the Dominican Republic with 

255.7 and Honduras with 363.3, among others [7]. In Spain, heart diseases are among the five main reasons 

for death [8]. In Ecuador, ischemic heart disease is the principal cause of death in the population, with 

approximately 8,779 deaths [9], while in Costa Rica, cardiovascular diseases are among the main reasons 

for death [10].  

Over the next decade, an estimated 23.6 million people will lose their lives due to cardiovascular 

disease. Early identification of cardiovascular disease is critical in reducing the death rate and burden of 

disease, as well as early detection of risk factors that allow early warning [11]. It is possible to prevent most 

heart diseases by addressing associated risk behaviors such as smoking, an unhealthy and high-fat diet, 

being overweight, lack of physical exercise, and alcohol abuse [12].  

Currently, artificial intelligence (AI) can be used in different fields of medicine, including clinical 

diagnosis [13]. Computational algorithms have a superior ability to detect diseases through medical images 

with greater accuracy than the human eye [14]. AI-enabled systems have played a significant role in the 

healthcare field in different countries where the use of AI expanded to explore solutions that could improve 

the delivery of medical services [15]. Machine Learning (ML) emerged as a decision support tool, where 

algorithms are used to create models capable of learning from data and recognizing patterns [16]. The 

ability of AI and ML algorithms to examine complex datasets benefits clinicians by predicting diseases at 

early stages and also contributes to advanced patient care and improving health outcomes. Accurate 

classification of cardiac disease can support the physician in making appropriate decisions for patients [17]. 

Likewise, accurate prediction of heart disease is of vital importance to provide effective treatment to 

patients before they experience a medical emergency. 
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Heart diseases represent a significant challenge to public health worldwide. Nowadays, many 

people suffer from heart disease. Due to this, throughout the last decades, experts have employed various 

approaches to predict heart diseases. For example, [18] proposed to creation of a detection system for 

classifier diseases such as SVM, NB, and KNN. The results evidenced that NB is the algorithm with the 

highest efficiency, with an accuracy of 96.9%. Similarly, [19] developed a novel method for classifying 

heart disease. They used a method based on data, fuzzy clustering, and modifiers. They concluded that the 

presented model achieved an accuracy of 80.46% which was lower than the 82.67% obtained by SVM. In 

the same way, in the paper [20] aimed at predicting heart diseases by using ML and EMR data features, 

they used NB, LR, RF, and neural networks classifiers along with cross-sectional features (CS) and 

longitudinal features (LT). RF achieved the highest score of 0.902 in the combination of CS and LT 

features. Also [21] proposes a detection system for coronary artery disease using RF and XGBoost 

classifiers. By combining RF and the TPOT classifier, the highest accuracy was achieved with a percentage 

of 97.52%. Likewise, [22] carried out a comparison between different classifiers to identify heart disease. 

He evaluated the KNN, DT, and RF algorithms. As a result, it was found that RF obtained an accuracy of 

100%, which indicates that it is the most effective classifier. Finally, [23] proposed an automated approach 

using DL for heart sound signal classification. The RF-MFO-XGB ensemble model was used to perform 

the classification. The results showed that a classification accuracy of 89.08% was achieved.  

This study will classify and predict heart disease using ML models such as RF, KNN, SVM, NB, 

DT, and LR. This paper is structured into several sections that address each aspect of the research. In section 

2, an analysis of previous works related to the topic will be carried out. Section 3, on the other hand, will 

be devoted to explaining and developing the methodology used in the study. In section 4, an analysis of the 

results obtained will be made. In section 5, discussions on the results of other previous works will be carried 

out. Finally, in the sixth part of the paper, conclusions will be presented. 

2 Method 

In this part of the research, the theoretical foundations of the RF, DT, SVM, LR, NB, and KNN 

algorithms, as well as the procedure used to classify and predict heart disease, are presented. 

2.1 Random Forest 

RF has become one of the most successful algorithms in the ML field. It generates a series of 

decision trees randomly and subsequently combines them[24] using different training datasets and features. 

These individual models are combined using techniques such as voting or averaging to achieve the result 

RF has been shown to possess the ability to effectively handle data sets with high dimensionality and 

multicollinearity [25]. In classification, the RF algorithm stands out above other algorithms showing 

superior predictive capability [26]. When using the RF model for classification, the Gini index is generally 

used, and the formula for determining how the nodes of a tree branch are presented in equation (1). 

𝐺𝑖𝑛𝑖 = 1 − ∑(𝑃𝑖)2

𝑐

𝑖=1

        (1) 

Where: 

Pi represents the relative class frequency, and C represents the number of classes.  

2.2 K-Nearest Neighbors  

KNN is a simple but effective classification algorithm [27]. KNN is widely recognized in the ML 

field due to its effectiveness; it can be employed for both classification and regression on datasets. It is fast 

and simple to understand, as well as efficient even when working with large datasets [28]. It seeks to 

identify the K nearest samples for each analyzed sample, to measure the separation between the samples 

and the evaluated sample, common distance calculation methods are employed, such as Euclidean, 

Hamming, and Manhattan [29]. In equation (2) the Euclidean distance is presented. 

𝒅(𝒙, 𝒚) = √∑(𝒚𝒊 − 𝒙𝒊)𝟐

𝒏

𝒊=𝟏

                              (𝟐) 
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In this equation, "x" and "y" correspond to vectors that symbolize two instances in the feature 

space, "xi" and "yi" are the components of the vectors "x" and "y" respectively, and "n" represents the 

number of attributes present in the feature space. 

2.3 Support Vector Machine  

SVM is an ML that analyzes data and detects samples used in classification tasks [30]. SVM has 

as its main objective to obtain the separation of classes in the training datasets by generating a surface that 

maximizes the space between them [31]. It uses a nonlinear transformation to change the original pattern 

space, of low dimensionality into one of higher dimension, to find the optimal separation hyperplane in the 

new feature space. The optimal hyperplane is characterized by reaching the maximum margin between the 

data points, i.e., the largest distance separating the plane from the nearest points in the feature space [32]. 

Equation (3) shows how to compute the SVM classifier. 

[
1

𝑛
∑ 𝑚𝑎𝑥 (0,1 − 𝑦𝑖(𝑤𝑇𝑥𝑖 − 𝑏))

𝑖=1

] + 𝜆‖𝑤‖2           (3) 

2.4 Naive Bayes Algorithm 

The NB classifier employs Bayes' theorem, which is a probabilistic graphical model widely used 

in real-world scenarios. This model assumes that the attributes of an object are independent or unrelated to 

each other [33]. Under the assumption that classes are independent, the model looks for an individual 

relationship between each feature and class attribute[34]. The probability density function is used to 

represent the classes assigned to the training data. Subsequently, the objects are linked to the class with the 

highest probability [35]. Equation (4) of NB is presented below. In general, the NB classifier is a powerful 

tool for analyzing data in various fields, thanks to its ability to model complex relationships and predict 

results accurately. 

𝒑(𝒄|𝒙) =
𝒑(𝒙|𝒄) ∗ 𝒑(𝒄)

𝒑(𝒙)
                                (4) 

Specifically, P(c|x) represents the probability that the correct category is c given the characteristics 

x of the object. In turn, P(x|c) is the probability of observing the features x given that the category is c. P(c) 

represents the a priori probability of the category c, while P(x) represents the marginal probability of the 

features x. All these factors must be considered, to classify more accurately. 

2.5 Decision Tree Algorithm 

Decision trees (DT) are one of the most popular classifiers in use today [36]. The structure of a 

DT is based on a tree consisting of decision nodes containing labeled questions. The root and internal nodes 

represent these questions, while the edges lead to leaf nodes that provide solutions associated with each 

question. At each node, a binary decision is made to separate classes from the full data set [37]. 

2.6 Logistic Regression 

Logistic Regression (LR) is a Deep Learning algorithm that is commonly used for categorization 

and works with binary variables [38]. It is used to create models that establish a relationship between a 

binary outcome variable and a set of explanatory variables. LR allows us to estimate the probability that an 

item belongs to a specific class [39], where the response indicates the success or failure of a particular 

event. Think of it as a powerful tool that predicts outcomes based on given data [40]. 

2.7 Dataset 

This study uses a Cleveland data set from Kaggle, containing 303 patient entries with a total of 14 

characteristics, such as age, sex, type of chest pain, resting blood pressure, cholesterol, fasting blood 

glucose, electrocardiogram results, maximum achieved heart rate, exercise-induced angina, previous peak, 

slope, number of major vessels, thalassemia, target, and outcome. In Fig. 1, you can see the diagram 

describing the sequence of stages in the development of this research. 
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Fig. 1 Development process 

2.8 Data processing 

The data processing process involves a series of actions to ensure the reliability of this information, 

such as data cleaning, data transformation, and data analysis. First, we start by importing the required 

libraries to load the data. In the context of the Python language, data manipulation and analysis require 

several tools and libraries. In this research, libraries such as Pandas and NumPy were used. Pandas offer 

flexible and efficient data structures, such as DataFrames, which allow for easy data manipulation and 

processing, while Numpy is an essential library for numerical analysis in Python. Pandas were used for 

reading, cleaning, and manipulating data. The NumPy library was used for data analysis, addressing 

concepts such as mean and media. 

In the second step, duplicate, missing, or incorrect information was eliminated. In addition, checks 

for anomalies and inconsistencies in the dataset were performed to ensure accuracy and reliability. Table I 

shows the characteristics of the data set. 

Table  I Type analysis of the dataset 
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1 63 1 145 233 1 0 150 0 2.3 … 0 1 1 

2 37 1 130 250 0 1 187 0 3.5 … 0 0 1 

3 41 0 130 204 0 0 172 0 1.4 … 1 0 0 

… … … … … … … … … … … … … … 

302 57 1 130 131 0 1 115 0 1.2 … 1 3 0 

303 57 0 130 236 0 0 174 1 0 … 1 2 0 

2.9 Exploratory Data Analysis 

This section provides an exploratory analysis of the dataset. Key aspects of the variables and their 

relationship to heart disease are discussed. The dataset includes information on 303 patients who have 

suffered myocardial infarctions. The information includes several clinical and demographic variables. The 

variable "Age" represents the age of the patients and ranges from 29 to 77 years, with a mean of 54 years. 
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The variable "Sex" represents the sex of the patients, where 1 represents male and 0 female. The variable 

"Type of chest pain" represents the type of chest pain experienced by the patients, where 1 represents typical 

angina, 2 represents atypical angina, 3 represents non-anginal pain and 4 represents asymptomatic. The 

variable "Blood pressure at rest" represents patients' blood pressure at rest, ranging from 94 to 200 mmHg, 

with a mean of 131 mmHg. The variable "Cholesterol" represents the blood cholesterol level of the patients, 

ranging from 126 to 564 mg/dl, with a mean of 246 mg/dl. The variable "Fasting blood sugar" represents 

the blood sugar level of the patients after fasting, where 1 represents more than 120 mg/dl and 0 represents 

less than or equal to 120 mg/dl. The variable "Electrocardiographic results at rest" represents the results of 

the electrocardiogram performed on the patients at rest, where 0 represents normal, 1 represents having ST-

T wave abnormality and 2 represents showing probable or definite left ventricular hypertrophy. The 

variable "Maximum heart rate achieved" represents the maximum heart rate achieved by patients during 

exercise, ranging from 71 to 202 bpm, with a mean of 149 bpm. The variable "Exercise-induced angina" 

represents whether patients experienced exercise-induced angina, where 1 represents yes and 0 represents 

no. The variable "Exercise-induced segment depression" ranges from 0 to 6.2, with a mean of 1, and 

represents the amount of exercise-induced segment depression. Finally, the variable "Number of 

fluoroscopically stained major vessels" represents the number of fluoroscopically stained major vessels and 

ranges from 0 to 3. 

These aspects are key to analyzing the association with heart disease. A more detailed statistical 

analysis follows. For example, figure 2(a) shows that people with non-anginal chest pain (cp = 2) have an 

increased risk of developing heart disease. However, in Figure 2(b), no relationship was found between 

high fasting blood glucose (fasting blood glucose > 120 mg/dl = 1) and the likelihood of developing heart 

disease. 

 

Fig. 2 Heart rate: a) according to chest pain; b) according to fasting blood glucose levels 

Furthermore, in Figure 3 (a) and Figure 3 (b) belonging to the male gender a flat result (slope = 2) 

in the stress test slope would increase the possibility of presenting a cardiac condition. A correlation 

between sex and the slope of the stress test with the possibility of heart disease is evident. 

 

Fig. 3 Frequency of heart disease: a) By sex; b) According to slope 
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2.10 Data Training 

The data training stage involves the process of fitting ML models to a data set. In this stage, the 

models are fitted, aiming to minimize the error between the predictions generated by the model and the data 

applied in its training. Therefore, data cleaning and data preparation were carried out, including the 

elimination of missing values and converting categorical variables into dummies. In addition, splits were 

made in the data, creating separate sets: one for training and another for testing. Eighty percent of the data 

set was assigned to training and 20% was used to assess performance. Then, ML models (RF, KNN, SVM, 

NB, DT, and D LR) were selected to compare their performance on the heart disease prediction task. The 

six models were trained with the training dataset by importing them into the Python sklearn library. Once 

the models were trained, we evaluated their performance using the test set. Metrics such as accuracy, recall, 

F1 score, and confusion matrix were calculated to evaluate the models' performance. 

3 Results 

This section presents the results obtained after applying ML algorithms (RF, KNN, SVM, NB, 

DT, and LR) to classify and predict heart disease using the Cleveland dataset of the Kaggle platform. This 

work used six algorithms widely recognized and used in ML. Each algorithm provides a different 

classification and prediction of heart disease, allowing us to compare their performance and evaluate their 

effectiveness in diagnosing heart disease. Before the review of the results, a process of data processing and 

investigation was carried out to ensure their quality and relevance. Exploratory cleaning and analysis 

techniques were applied to understand the connection between data set characteristics and the existence of 

heart disease. Throughout this section, the performance of each algorithm in terms of accuracy, throughput, 

and predictive power is presented. The evaluation metrics used to measure the classification quality are 

shown. This allows us to determine which algorithm performed best in the heart disease detection task. 

Analysis of the results is essential to understanding the effectiveness of each algorithm in a specific context. 

This provides valuable information for future research and clinical applications. Table 2 presents the 

training results. 

Table 2 Evaluation of models 

Random Forest 

  Precision (%) Recall (%) F1-score (%) Support 

0 88.57 91.17 89.85 27 

1 88.46 85.19 86.79 34 

accuracy   88.52 61 

macro avg 88.51 88.18 88.34 61 

weighted avg 88.51 87.84 88.14 61 

K-Nearest Neighbour 

  Precision (%) Recall (%) F1-score (%) Support 

0 88.57 91.17 89.85 27 

1 88.46 85.19 86.79 34 

accuracy   88.52 61 

macro avg 88.51 88.18 88.34 61 

weighted avg 88.51 87.84 88.14 61 

Support Vector Machine 

  Precision (%) Recall (%) F1-score (%) Support 

0 88.24 88.24 88.24 27 

1 88.19 85.19 86.66 34 
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accuracy   86.89 61 

macro avg 88.22 86.72 87.46 61 

weighted avg 88.21 86.54 87.36 61 

Naive Bayes 

  Precision (%) Recall (%) F1-score (%) Support 

0 88.24 88.24 88.24 27 

1 88.19 85.19 86.66 34 

accuracy   86.89 61 

macro avg 88.22 86.72 87.46 61 

weighted avg                               88.21 86.54 87.36 61 

Decision Tree 

  Precision (%) Recall (%) F1-score (%) Support 

0 84.37 79.41 81.81 27 

1 75.86 81.48 78.57 34 

accuracy   78.69 61 

macro avg 80.12 80.45 80.28 61 

weighted avg 79.63 80.56 80 61 

Logistic Regression 

  Precision (%) Recall (%) F1-score (%) Support 

0 88.24 88.24 88.24 27 

1 88.19 85.19 86.66 34 

accuracy   86.89 61 

macro avg 88.22 86.72 87.46 61 

weighted avg 88.21 86.54 87.36 61 

 

In this study, different levels of accuracy were achieved using different ML models, including RF, 

KNN, SVM, NB, DT, and LR. The results obtained are as follows: the accuracy of RF and KNN reached 

88.52%, DT reached 78.69%, and SVM, NB, and LR reached 86.89%. Based on the information provided 

in Table II, it can be determined that RF and KNN present the highest average in accuracy, accuracy, and 

F1-Score. Specifically, the accuracy of RF and KNN models reached 88.51% in precision, 87.84% in 

accuracy, and 88.14% in F1-Score. Similarly, SVM, NB, and LR obtained equal measures, achieving 

88.21% accuracy, 86.54% recall, and 87.36% F1-Score. 

Finally, the DT model achieved 79.63% accuracy, 80.56% recall, and 80% F1 score. These results 

give us a clear picture of the performance of each algorithm on the dataset used in this study. This is in 

terms of the classification and prediction of heart disease. 

4 Discussion 

In recent decades, ML has emerged as a promising tool for early and accurate prediction and 

detection of heart disease. Heart disease is one of the leading causes of death worldwide. Therefore, heart 

disease prediction becomes a valuable tool to treat patients before complications occur and improve their 

quality of life. In addition, by identifying those at highest risk, a preventive approach can be applied, which 

can reduce complications and improve long-term health outcomes. RF, KNN, SVM, NB, DT, and LR 
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models were used in this study. The training results revealed that RF and KNN performed 88.52% each, 

and obtained the best results in heart disease detection, which does not match the results obtained in the 

study [18] that evaluated different ML models, and the results indicated that the NB algorithm proved to be 

the most effective with an accuracy of 96.9%. However, according to the results of [19], it was concluded 

that SVM was more accurate than other ML models such as KNN, NB, and RF obtaining an accuracy of 

82.67%, the result shows a lower accuracy compared to 88.52% obtained by RF and KNN in this study. 

Coinciding with the work [20], where they used different classifier algorithms, obtaining an accuracy of 

90.2%, this result is higher than the 88.52% obtained in this study, it is due to different factors, one of them 

could be the techniques used. This is related to the results obtained in [21], where they concluded that the 

combination of RF and the TPOT classifier achieved the highest accuracy with an accuracy of 97.52%. 

Similarly, this work agrees with [22] where different ML models were compared. These algorithms were 

KNN, RF, and DT. As a result, they found that RF obtained an accuracy of 100%. This work contributes 

to the medical community as a tool capable of efficiently predicting cardiac diseases. It is important to point 

out that the results correlate with previous studies and reinforce the relevance of ML models in the medical 

field. 

The prognosis of heart disease using ML techniques is a valuable tool for medicine; however, the 

accuracy in the detection of these diseases depends largely on the quality and relevance of the data used 

during the model training process. 

5 Conclusions 

After training and comparing the different ML prediction models (RF, KNN, SVM, NB, DT, and 

LR) for predicting heart disease, the following conclusions were reached.  

It could be concluded that the KNN and RF models obtained the most outstanding results in terms of 

accuracy and performance in predicting heart disease, with 88.52% accuracy. This outperforms the other 

models, such as SVM, NB, and LR, which obtained 86.89% accuracy, and DT, with 78.69%. Therefore, 

these models stand out as the most accurate predictors of heart disease. This makes them valuable tools for 

improving the management and treatment of people at risk for these diseases. Their application can be 

beneficial by providing early and accurate detection of heart disease. This, in turn, enables more timely and 

effective medical care to be provided to affected patients. In addition, certain attributes have been found to 

influence an increased likelihood of heart disease. Attributes such as sex, fasting blood glucose, and blood 

type may play a crucial role as determinants of heart disease. 

Although the results obtained in this study are promising, it is pertinent to highlight that the limited 

number of records in the data set is a significant limitation. This aspect should be addressed in future work 

to advance the prediction of heart disease. 

Finally, ML models can be valuable resources for detecting heart disease. The implementation of 

ML models such as RF, KNN, SVM, NB, DT, and LR, together with careful variable selection, can greatly 

increase prediction accuracy. It is expected that soon it will be possible to train these models with large data 

sets to improve prediction results. 
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